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Abstract: It is a relatively easy task to the solution of the so-called phase problem in crystallography, by applying ab initio 
phasing methods for the efficiency of structure solution from single-crystal data. Their effective application to powder x-ray 
diffraction data is still a real challenge unless the size of the structure is moderate. The percentage of principal success hinges 
on a number of factors; included are the quality of the experimental pattern, the success of the pattern-decomposition programs, 
the quality of the extracted structure-factor from the experimental pattern via the Le Bail or Pawley methods, the normalization 
of structure-factor process, the experimental resolution and the straightforward of the phasing process. This paper aims at 
providing an overall overview of the reciprocal space RS methods (ab initio phasing methods of crystal structure) as well as 
the direct methods, Patterson function and maximum entropy methods. This paper will also describe the factors affecting 
phasing by reciprocal space methods and the limitation of reciprocal space methods. Those are available for carry out the 
structure solution, in order to provide a clear theoretical account, experimental practice and computing approaches regarding 
and describe an outline of the solution process of phase problem by powder X-ray diffraction, leads to the best structure 
solution using practical examples. 
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1. Introduction 

Structure solution from powder x-ray diffraction data 
(PXRD) is considered to be a real challenge in 
crystallography. The determination of the unit cell parameters 
is the primary step in structure solution from PXRD data, the 
cell-characterization process is also called ‘indexing’. This 
later, by autoindexing methods, is normally put in to action, 
for which a number of computer programs are available; ITO 
[1], TREOR [2], DICVOL [3] and NTREOR09 [4]. 

The indexing process is the determination of dhkl 

interplanar spacing, smoothed by high quality data and the 
determination of the unit cell parameters. The second steps, 
when first step has been accomplished, is the decomposition 
of the powder pattern in to integrated intensities. These later 
are connected with each reflection in the experimental profile. 
The peak overlapping in powder diffraction pattern leads to 

the amount of experimental information: small number of 
structure amplitudes (several hundred) that are measured in 
the powder experiment compared with the several thousand 
of a single crystal experiment. Such problems define all the 
steps of the solution process. 

For overcoming the peak overlapping problem, will have 
recourse to two methods for extraction of structure factor 
amplitudes: The Pawley and Le Bail methods, both were 
derived from the Rietveld method [5]. Special software 
packages have been developed. as well as EXTRA (Le Bail 
algorithm [6]) and ALLHKL (Pawley algorithm [7]). 
 We will assume that the unit cell dimensions are supposed to 
be calculated, the space group is determined and the 
structure-factor moduli extracted from the experimental 
powder diffraction data are associated with each reflection.  
 The aim of this paper is to provide, in particular an 
overview of different methods operate in reciprocal space 
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which are available for structure solution from powder data 
using ab initio phasing methods. 

2. The Reciprocal Space (RS) Methods 

The RS methods for structure solution is based on the 
following steps: The identification of the unit cell parameters, 
determination of the space group, extraction of structure 
factor amplitudes, identification of the phase of structure 
factors, Fourier synthesis. After sample preparation and 
diffraction data collection, only the structure factor moduli 
are extracted while the relative phases are hidden, to the 
solution of the phase problem. Ab initio phasing methods 
have developed to the determination of the phase of structure 
factors (phase problem). These are most known as direct [8], 
Patterson [9] and maximum entropy methods [10]. 

2.1. Direct Methods (DM) 

 Direct Methods do not need prior information. Their aims 
is explained by the name: to derive directly the phase of 
structure factors. 

DM theory is grounded up on three main hypotheses [11]: 
1) The electron density ρ (r) is positive everywhere: 

positivity; 
2) The ρ (r) is concentrated around the nuclei: atomicity; 
3) The uniform and independent distribution of atoms in 

the unit cell. 
 The phasing process by DM carries out the following 

principal steps [11]: 
(1) Normalization: In order to overcome the dependence of 

Fhkl on the overall isotropic displacement factor B, on the 
scale factor k and on data resolution, k and B can be 
estimated by the Wilson plot [12]. Direct methods work with 
normalized structure factors Ehkl. Their distribution can help 
to space-group determination and the strong reflections 
(largest |Ehkl|) play a principal role in the efficiency of 
phasing process. 

(2) Estimate of structure invariants: After normalization, it 
is important to consider that the normalized structure factor 
denotes a novel origin x0, while the modulus remains 
unchanged |Ehkl|=|E’hkl| (it is structure invariant). A more 
general concept and theory, has been formulated by 
Giacovazzo [13, 14, 8, 15, 16]. The main structure invariants 
(triplet invariants were first given by Cochran [17]) are 
calculated by considering the set of strong reflections (largest 
|Ehkl|). The P10 conditional probability distribution [18] is 
more powerful than Cochran’s formula because use of strong 
and weak |Ehkl| values. The Ehkl values are assessed and 
actively used in the phasing process. 

(3) Phasing: This process calculates the phases of strong 
reflections, or assignment of initial phases to all of the 
normalized reflections and the generation of new or refined 
phases, by exploiting triplet relationships. In general, only 
the reflections having |E|>1 are phased using the tangent 
formula [19]. The phasing process offers a number of 
possible sets of phases. They are classified by figures of 
merit (FOM sand / or CFOM) in order to estimate their 

reliability. A new figure of merit, an (AMBFOM), has been 
proposed [20], joined with a special decomposition procedure 
[21, 22]. This later in tends to select a number of models to 
be a refinement procedure. 

(4) E- map calculation: After the determination of phases 
of reflections. The best phase calculated by phasing process 
is used for calculating an ρ (r) map via a Fourier synthesis for 
which the coefficients are the |E| values. The Fourier 
synthesis gives the direct image of ρ (r) distribution, matches 
positions of atoms in the unit cell. By taking in to account the 
cell content, a chemical interpretation of the peak positions is 
performed. The quality of structural model is improved by 
calculating the coefficient of reliability RF, the best structural 
model corresponding to lowest RF value is directly and 
carefully chosen. 

2.2. Patterson Methods (PM) 

The first approach to structure determination was 
developed by Patterson [9], who proposed an expression for 
function P (u) (Its name is due to Patterson) in terms of 
Fourier synthesis of the observed |Fh|

2 values as coefficients 
and thus no phasing is needed. 

 For interpreting the Patterson map, the most approach is 
based on the use of Harker sections [23] which comprise 
interatomic vectors. By using the Harker sections, it is 
possible to delimit the heavy-atom positions from which the 
light atoms can be situated by Fourier synthesis the observed 
|Fh|

2 values and the phases calculated from the heavy atoms. 
The use of the symmetry minimum function SMF [24] is 
more effective than the manual inspection of Harker sections 
[25]. 

The Patterson-function has also been used to increase the 
quality of the extracted integrated intensities of reflections 
[26]. Alternatively, the FIPS (fast iterative Patterson squaring) 
procedure can be used [27]. 

2.3. Maximum Entropy Methods 

This approach was devised by Bricogne [10] who gave a 
general concept and theory for using maximum entropy (ME) 
for structure solution from powder diffraction data. The aim 
of ME is de calculation of a discrete probability distribution 
by the maximization of their entropy using strong unphased 
reflections with permuted phase values. a number of phase 
sets are estimated and uses to constrained entropy 
maximization [11]. In the field of bad data quality, ME 
methods were found to be more than direct methods [28]. 
ME is embodied in the computer program MICE [29]. This 
later has only been practice to a number of powder x-ray 
diffraction data [30]. 

There was a number of important reasons for the 
efficiency of structure solution from x-ray powder-
diffraction data include the quality of diffraction pattern, 
the experimental resolution [31], the quality of the extracted 
structure-factor moduli and the accessibility of software 
packages [11]. 
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3. Examples of Structure Determination 

from Powder Diffraction Data 

In practice we place our focus on examples of structure 
solution of organic compounds by means of reciprocal space 
techniques, EXPO [32], is uniquely able to carry out the 
complete structure determination process: indexing, space-
group determination, solving the structure by DM or DS 
techniques, and finally refining by the Rietveld method. 

Two examples of organic compounds structure solved by 
using the Software packages EXPO [32, 33]: 

Example 1: 2-Mercaptobenzoic acid C7H6O2S 
This concerns the 2-Mercaptobenzoicacid structure [34]: 
1. wavelength=1.54056Å, 
2. 2-theta experimental range (5–65) 

3. Cell parameters: a=7.885, b=5.974, c= 14.948,  
4. alpha =90.000, beta=100.497, gamma= 90.000 
5. 4molecules of C7H6O2S in the unit cell 
6. 245 reflections 
7. Space Group p 21/c 
8. Experimental resolution =1.43Å 
Giacovazzo indicates that the nominal resolution which a 

small organic or inorganic molecule structure cannot be 
deciphered ab initio is dmin≈1.4Å [35]. whose experimental 
pattern is shown in Figure 1. 85 largest E-values (|E|>1) are 
phased by DM using the tangent formula [19]. These later 
generate several trials; the largest CFOM [11] is 
automatically selected. The best solution (lowest RF value) 
will be selected, refined by the Rietveld method and 
displayed on JAV Molecular as shown in Figure 2. 

 

Figure 1. Experimental pattern of 2-Mercaptobenzoic acid. 

 

Figure 2. Crystal structure of example 1 visualized on JAV Molecular Viewer. 

Example 2: Cimetidine C10H16N6S 
The crystal structure of Cimetidine [36] is monoclinic. 

Whose experimental pattern is shown in Figure 3. 
1. wavelength=1.52904Å, 
2. 2-theta experimental range (8–85) 
3. Cell parameters: a=10.394 b=18.818 c = 6.824 
4. alpha=90.000 beta=106.437 gamma= 90.000 
5. 4molecules of C10H16N6S in the unit cell 
6. 924 reflections 
7. Space Group p 21/a 
8. Experimental resolution =1.13Å 
The structure factors were obtained by EXTRA [5], 

program for pattern decomposition. The normalization 
process generate 268 strongest reflections having |E|>1.08. 
These sets of strong reflections are phased using the tangent 
formula [19]. 

The crystal structure was phasing by DM followed by 
Fourier recycling and Fourier syntheses. The final result with 
the largest CFOM and lowest RF value will be visualized on 
JAV Molecular as shown in Figure 4. 
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Figure 3. Experimental patternof cimetidine. 

 

Figure 4. Crystal structure of example 2. 

4. Conclusion 

Reciprocal space methods for structure solution, of organic 
and inorganic compounds, is a straightforward tool for ab 
initio phasing from powder diffraction data. The general 
limitation of RS methods is their linking on the quality of 
diffraction pattern, particularly, peak overlapping and 
experimental resolution. RS methods have the principal 

advantage of starting: diffraction data, the unit cell 
parameters, the chemical formula and the space group. The 
solving crystal structure is complex for polycrystalline 
powder. The big progress, which is noticed to be reached, 
particularly, in terms of software packages with computing 
performance and sophisticated graphical, is available to 
automatically solution process, from the determination of the 
unit cell parameters to structure validation (EXPO is an 
example). 
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